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Caso Multiparamétrico

Como fazer:

1. lgualamos os k primeiros momentos populacionais aos
amostrais.

2. Resolvemos o sistema para isolar os parametros.

WO, ...,00) =X
(01, ..., 00) =+ > X?
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Caso Multiparamétrico

e Em algumas situacdes é mais facil usar Var(X) no lugar de
E(X?). Nessa situacdo, igualamos a variancia populacional ao
segundo momento amostral centrado na média. No caso de
dois parametros resolvemos o sistema

EX)=X
i(Xi_—X—)z
Var(X) = =

n
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Exemplo 12.1

Seja X, ..., X,, uma amostra aleatériade X ~ N(u, 02).

Obtenha os estimadores de momentos para p e 6.

IIIIIIIIII
EEEEEEEEE



Analise Critica: O Viés na Variancia
@Atengéo!
Compare o estimador obtido com a variancia amostral S*:

Y2 AV
6_\]%4]\4 — Z(Xl X) Vs S2 — Z(Xl X)

n n—1

e O estimador de momentos divide por n, nao porn — 1.

n=1 2
n

e Consequéncia: E[c’f\j\sz] =

e O estimador é VIESADO (subestima a variancia verdadeira),

, . . n—1
mas é consistente (pois — — 1).
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Exemplo 12.2

Um atuario analisando uma carteira de seguro de automoveis
recém-adquirida pela sua seguradora precisa estimar o Risco
(variabilidade) e o Retorno Esperado (média) dessa carteira para
precificar a renovacao dos contratos. A variavel de interesse X é a
Sinistralidade Mensal (Sinistros Pagos / Prémios Arrecadados),
expressa em %. Supomos que, devido ao Teorema Central do
Limite (muitas apdlices independentes), X ~ N(u, 62). Os
Dados (Amostra de n = 6 meses) foram:

x = {35, 60, 45,70, 50,80}

Qual o retorno médio (74) e o risco (6\2) estimados pelo método
dos momentos?

IIIIIIIIII
EEEEEEEEE



Exemplo 12.3

Seja X ~ Uniforme(a, b). Obtenha os estimadores de momentos
deaeb.

Q Dica

X ~ Uniforme(a, b): E(X) = (a + b)2e Var(X) = (a + b)*/12
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Exemplo 12.4

Seja X ~ Binomial(m, p), onde ambos sao desconhecidos.
(Exemplo: Estimar o numero total de pessoas expostas ao risco m e
a probabilidade de sinistro p apenas observando o numero de
sinistros).

Limitacao

Para que p e m facam sentido, precisamos que X > 52 (subdispersao). Caso contrario,
teremos probabilidades negativas ou m negativo!
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Conclusao sobre o Méetodo dos
Momentos

e Vantagens:
= |ntuitivo e facil de aplicar.

= Otimo “ponto de partida” (chute inicial) para métodos
Iterativos.

e Desvantagens:
= Geralmente nao é eficiente (maior variancia).

= Pode gerar estimativas fora do espaco paramétrico (como
visto na Binomial ou Pareto).

= Viesado em pequenas amostras.
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Proximo Passo

e O Método de Maxima Verossimilhanca (MV), que resolve a
maioria desses problemas de eficiéncia.
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