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Motivacgao

e Na aula passada, utilizamos a ideia de que momentos
amostrais aproximam momentos populacionais para construir
estimadores.

e Agora adotaremos uma abordagem diferente, baseada
diretamente no modelo probabilistico: O Método da Maxima
Verossimilhanca (MV).

e O foco passa a ser o seguinte: entre todos os valores possiveis
de 6, qual explica melhor os dados que observamos?
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Construcao da Ideia de Verossimilhanga

e Suponha que temos um conjunto de dados observado:
X = (X1,...,Xn),

assumido como proveniente de ums distribuicao f(x|0).

e Pergunta central: Entre todos os valores possiveis de 8, qual
deles torna mais plausivel que exatamente esses dados

tenham sido observados?

"Qual valor de 8 explica melhor os dados observados?"



Construcao da Ideia de Verossimilhanga

e Seomodelo é f(x]|0), entdo para cada € podemos calcular
quao provavel é observar cada x;.

e Para uma amostra independente:
plausibilidade de x sob 8 = f(x1|0) -+ f(x,|0)

e Chamamos isso de funcao de verossimilhanca.



Definicao 13.1: Funcao de
Verossimilhanca

e Seja X, ..., X, umaamostra aleatéria com densidade ou
funcao de probabilidade f(x|0).

e A Funcao de Verossimilhanca é definida por:
L@O:x) = [ | rxi10).
i=1

e Ela mede quao compativel com os dados é cada valor de 6.

e O objetivo da Maxima Verossimilhanca é escolher o valor de 6
gue maximiza essa compatibilidade.



Distincao Importante!

Embora a forma seja idéntica a da densidade conjunta, a
interpretacao é diferente:

e Em f(x]|0), 0 éfixo e os dados variam. (Integral = 1)

e Em L(0; X), os dados sao fixos e 6 varia. (Nao é densidade;
integral # 1)



O Método de Maxima Verossimilhanga

e O Estimador de Maxima Verossimilhanca (EMV) € o valor de 0
gue maximiza a verossimilhanca:

@\MV = arg max L(0; x)
¢

e Graficamente, buscamos o pico da curva L(6).

e Intuitivamente: escolhemos o valor de @ que melhor reconstroi
os dados que foram observados.



Log-Verossimilhanca

e Para maximizar L(60), precisamos trabalhar com o produtoério
L) = [ s(xi10).
i=1

que geralmente é dificil de manipular e diferenciar.

e Para contornarisso, podemos usar uma propriedade util:

= Afuncao logaritmo é estritamente crescente, portanto:

arg max L(0) = arg max log L(6).
0 0

= Qu seja, ovalor de  que maximiza L é o mesmo que
maximizalog L.
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Definicao 13.2: Funcao de Log-
Verossimilhanca

e ALog-Verossimilhanca é dada por:
£(0;x) = log L(0;x) = Z log f(x;|60)
i=1

e Por que isso ajuda?
= Produto > soma
= Derivadas ficam mais simples

= Evita problemas numeéricos com produtos de valores
pequenos
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A Equacao de Score
e Para encontrar o EMV, derivamos a log-verossimilhanca:

0
—7(0;x) = 0.
EY: (0; x)

e Esta échamada de Equacao de Score.
= Asolucao dessa equacao fornece candidatos ao EMV.

= Para confirmar que € um maximo, verificamos a segunda
derivada:

62
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Algoritmo Geral do Método da Maxima
Verossimilhanca

Para encontrar o Estimador de Maxima Verossimilhanca (EMV ou
0 mv):

1. Monte a funcdo L(0) = [] f(x)).

2. Aplique o log: £(60) = In L(0).

3. Derive em relacao a @ e iguale a zero (Equacao de Score):

oc(0)
00

0



Algoritmo Geral do Método da Maxima
Verossimilhanca

4. Verifique o sinal da segunda derivada (deve ser negativo):

0°£(0)

EYoS <0
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Exemplo 13.1

Seja x, ..., X, uma amostra aleatoria obtida de
X ~ Bernoulli(p). Obtenha o EMV de p.
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Exemplo 13.2

Seja x, ..., X, uma amostra aleatoria obtida de
X ~ Poisson(A). Obtenha o EMV de A.
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Exemplo 13.3

Considere uma amostra xq, ..., X, com X ~ Exponencial(e)

parametrizada pela média 6 > O A densidade é f(x) = e 7,

para x > (. Obtenha o EMV de 6.
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Algumas Observacoes

e Se adistribuicao pertence a Familia Exponencial (Normal,
Poisson, Binomial, Gama, Exponencial), o EMV quase sempre

sera baseado na Média Amostral (X).
e No caso da Distribuicao Uniforme(0, 6).

= Aderivada nao funciona (a funcao é constante e cai
abruptamente).

= O maximo ocorre na fronteira dos dados.
s Oy = max(Xq, ..., X,).

m Se vocé derivar, vai encontrar zero ou erro.
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