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Introducao

Por que o Método de Maxima Verossimilhanca (MV) é considerado
0 método padrao na inferéncia estatistica moderna?

Diferente do Método dos Momentos, o MV possui propriedades
tedricas otimas para grandes amostras:

1. Invariancia: Facilidade para estimar funcées do parametro.

2. Eficiéncia: Garante a menor variancia possivel
(assintoticamente).

3. Normalidade: Permite a construcao facil de intervalos de
confianca.
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Teorema 14.1: Principio da Invariancia

e Este teorema resolve um problema pratico: muitas vezes nao
queremos estimar 8, mas uma funcao dele.

e Seja 0 o estimador de maxima verossimilhanca de 6. Se g(0) é
uma funcao bijetora (ou, sob certas condicdes, qualquer
transformacao), entao o estimador de maxima verossimilhanca
de g(0) é dado por:

2(0) = g(0).

e Diferenca Crucial: O Método dos Momentos nao garante isso

—2
(ex: E| X | # ;42). Ja o Método da Maxima Verossimilhanca
garante.
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Exemplo 14.1

Seja X ~ Bernoulli(p). 0EMVé 5 = X. Qual o EMV da
variancia populacional g(p) = p(1 — p)?



Exemplo 14.2
Seja X ~ Exp(#) com média 6. Adensidade é f(x) = +e=?.0

EMVé 8 = X.Um atudrio precisa estimar a probabllldade deum
sinistro ocorrer apos otempot = 1:
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Qual o EMV de S(1)?



Precisao do Estimador

e Parafalarmos de eficiéncia (variancia), precisamos quantificar
quanta informacao os dados carregam sobre 6.

e Definimos a Informacao de Fisher Esperada (unitaria):

02 1n £(X|6)

1,(0)=-F
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e Elarepresenta a “curvatura” média da log-verossimilhanca.
= Muita informacdao — Variancia Baixa.
= Poucainformacdao — Variancia Alta.

e Para uma amostra aleatoria de tamanho n, a informacao total é
I1,(0) = nl;(0).
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Distribuicao em Grandes Amostras

e Sob condicoes de regularidade, o EMV tem comportamento
Assintoticamente Normal.

e Quandon — oo:

Vi@ - 6) = N (O’ 111@ )

e Ou, em termos de aproximacao para amostras finitas:
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Distribuicao em Grandes Amostras

O Eficiéncia Assintotica
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A variancia RG] é o Limite Inferior de Cramér-Rao. Isso significa que o EMV é o estimador

mais preciso possivel (entre os ndao-viesados) para grandes amostras.
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O Método Delta

e Como obter a distribuicao assintética de uma funcao g(é\)?

e Usamos a expansao de Taylor de primeira ordem, técnica
conhecida como Método Delta.

e Se \/ﬁ(é’\ — 0) - N(0, %), entio:

Ji(g(®) — g0) = N (0.[¢ O - 6?)

e Aplicando ao caso de MV:

(' (0)]° )

g(0) ~ N <g<9>, 1 0)
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Exemplo 14.4
Seja X ~ Bernoulli(p). EMV p = X.

a. Determine a distribuicao assintotica do EMV de p.

b. Determine a distribuicao assintética do EMV de p(1 — p).
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Exemplo 14.5

Sej

a.
b.

a X ~ Poisson(6). EMV =X,

Determine a distribuicao assintotica do EMV de 6.

Determine a distribuicao assintética do EMV de

g(0) = P(X = 0) = e~ ? (Probabilidade de zero ocorréncias).

11

(XY
\\F UNIVERSIDADE

EEEEEEEEE
EEEEEEE



12

()

b UNIVERSIDADE
\'N FEDERAL DE
w4y SERGIPE



