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Ementa: Analise estatistica em grandes bancos de dados. Tratamento de dados para pro-
cessos de Data Mining. Principais funcionalidades, técnicas e algoritmos. Anadlise de
associacoes. Classificacdo de dados. Arvores de decisio. Regressio Logistica. Redes
Neurais. Segmentacdo e Andlise de Cluster. Estudo de casos.

Objetivos: Capacitar os(as) alunos(as) a aplicar técnicas estatisticas e computacionais para
extrair padrdes e conhecimentos tteis de conjuntos de dados.

Metodologia: Serdo ministradas aulas tedricas expositivas; utilizados recursos visuais; resolu-
¢do de problemas praticos; solicitagdo de atividades extraclasse.

Habilidades e Competéncias: Ao final do curso, o estudante sera capaz de preparar, modelar
e avaliar conjuntos de dados complexos, utilizando os principais algoritmos de mineragdo
de dados para resolver problemas praticos. O cronograma de aulas encontra-se no Quadro
1.

Avaliagdo: A avaliacdo do aprendizado sera realizada por meio de um portfélio de projetos
praticos, composto por:

— Mini-Projetos: Ao longo do semestre, serdo propostos estudos de caso praticos para
a aplicacdo das técnicas de mineracdo de dados vistas em aula. Cada entrega con-
sistird em um relatério técnico sucinto, documentando a preparagdo dos dados, a

implementacdo do algoritmo e a interpretagdo dos resultados.

— Projeto Final Integrador: Ao final da disciplina, os estudantes deverdo compilar suas
analises em um relatério final robusto. Este documento devera realizar uma andlise
comparativa critica entre os modelos desenvolvidos, avaliando suas métricas de de-
sempenho e discutindo a adequacdo de cada técnica para o problema analisado, cul-

minando na recomendac¢do do modelo de melhor performance.



Hora-trabalho: A carga hordria extraclasse da disciplina serd cumprida por meio do de-
senvolvimento continuo dos mini-projetos e do projeto final. Recomenda-se que os estu-
dantes mantenham um ritmo de trabalho semanal para aprofundar os estudos tedricos e

avangar nas andlises préticas exigidas nos relatérios.
Contetdo:

1. Fundamentos da Minerag¢dao de Dados
2. Pré-processamento de Dados

2.1. Exploragao
2.2. Limpeza

2.3. Transformagao
2.4. Redugao

3. Aprendizado Nao Supervisionado

3.1. Regras de Associagdo

3.2. k-means

4. Aprendizado Supervisionado

4.1. Regressao

4.1.1. Regressao linear
4.1.2. Regressao logistica

4.2. k-Nearest Neighbors

4.3. Naive Bayes

4.4. Arvores de Decisdo

4.5. Florestas aleatérias

4.6. Avaliagdo de desempenho

4.6.1. Validacdo Cruzada

4.6.2. Amostragem bootstrap

4.6.3. Acurécia

4.6.4. Kappa

4.6.5. Precisdo e revocagado

4.6.6. Sensibilidade e especificidade
4.7. Ajuste de parametros
4.8. Métodos de conjunto (ensemble methods)

4.8.1. Bagging

4.8.2. Boosting

4.8.3. Stacking
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Quadro 1: Cronograma de aulas de ESTAT0109 — Mineracao de Dados em Estatistica para

2025-2.
Data Dia da Semana | Aula | Assunto Previsto

07/10/25 Terca 1 VI Encontro de Estatistica e Ciéncias Atuariais da UFS

09/10/25 Quinta 2 Apresentagdo da disciplina. Introducdo a mineragdo de da-
dos.

14/10/25 Terca 3 Introducgdo ao Quarto.

16/10/25 Quinta 4 Pré-processamento de dados.

21/10/25 Terca 5 Pré-processamento de dados.

23/10/25 Quinta 6 | Algoritmos de agrupamento.

28/10/25 Terca 7 | Algoritmos de agrupamento.

30/10/25 Quinta 8 Algoritmos de agrupamento.

04/11/25 Terca 9 Introducédo a Classificagdo de dados. Validacdo cruzada e
avaliagdo de desempenho.

06/11/25 Quinta 10 | Regressdo Logistica.

11/11/25 Terca 11 | Regressao Logistica.

13/11/25 Quinta 12 | k-Nearest Neighbors (k-NN).

18/11/25 Terca 13 | k-Nearest Neighbors (k-NN).

20/11/25 Quinta - Dia Nacional de Zumbi e da Consciéncia Negra (feriado na-
cional)

25/11/25 Terca 14 XI SEMAC

27/11/25 Quinta 15 XI SEMAC

02/12/25 Terca 16 | Naive Bayes.

04/12/25 Quinta 17 | Naive Bayes.

09/12/25 Terca 18 | Arvores de decisdo.

11/12/25 Quinta 19 | Arvores de decisdo.

16/12/25 Terca 20 | Floresta Aleatéria (Random Forest).

18/12/25 Quinta 21 | Floresta Aleatéria (Random Forest).

23/12/25 Terca - Recesso académico

25/12/25 Quinta - Recesso académico

30/12/25 Terca - Recesso académico

01/01/26 Quinta - Confraternizacao Universal (feriado nacional)

06/01/26 Terca - Férias coletivas para docentes

08/01/26 Quinta — | Férias coletivas para docentes

13/01/26 Terca 22 | Support Vector Machine.

15/01/26 Quinta 23 | Support Vector Machine.

20/01/26 Terca 24 | Regressdo Linear.

22/01/26 Quinta 25 | Regressdo Linear.

27/01/26 Terca 26 | Regras de Associagao.

29/01/26 Quinta 27 | Regras de Associacao.

03/02/26 Terca 28 | Projeto Final.

05/02/26 Quinta 29 | Projeto Final.

10/02/26 Terca 30 | Apresentacdo do Projeto Final.




