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Objetivo da Aula

e Compreender as logicas centrais dos algoritmos de clusterizacao particionada, suas
medidas de similaridade e robustez;

e Decidir qual método usar diante de diferentes tipos de dados e problemas.
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O que € Agrupamento?



Conceito Central

e Agrupamento (Clustering) consiste em métodos usados para particionar dados nao
rotulados em clusters (subgrupos) baseados em similaridade.

e E uma técnica ndo supervisionada que busca identificar padrées emergentes nos
dados.
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Exemplos de Aplicacao

Saude:

e Agrupar internacoes por idade, diagnostico e tempo de permanéncia - revelar perfis
clinicos de pacientes e apoiar politicas hospitalares regionais.

Financas:

e Agrupar clientes por renda, historico de crédito e uso de produtos - identificar perfis de
risco e consumo financeiro.

Municipios:

e Agrupar cidades porindicadores socioeconomicos, educacionais e de infraestrutura >
mapear padroes territoriais de vulnerabilidade.

Cada cluster representa um padrao real que surge dos dados — e a escolha do método
define quao bem conseguimos enxerga-los.
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Tipos de Agrupamento

A clusterizacao pode ser classificada por sua estrutura e regras:
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Problema Central: O Prototipo

Nosso foco sera em agrupamento particionado. A l6gica central desses métodos é:

1. Escolher k “centros” (chamados de prototipos).
2. Atribuir cada ponto de dado ao protdtipo mais préoximo.
3. Atualizar a posicao de cada prototipo com base nos pontos que lhe foram atribuidos.

4, Repetir os passos 2 e 3 até que os grupos nao mudem mais (convergéncia).

Cada método de clusterizacao particionada é uma combinacao diferente da resposta a
duas perguntas:

e O que éo “prototipo”? » definicao do centro (média, mediana, medoide, moda...)

e Como medir “proximidade”? » escolha da métrica de distancia (Euclidiana, Manhattan,
Gower...)
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Mapa Mental: Que tipo de dado eu tenho?

e Aescolhado algoritmo e da medida de distancia depende da natureza dos seus dados.
e Apergunta-chave é:

= Caso 1: Meus dados sdo TODOS NUMERICOS? (Ex: Idade, Renda, Temperatura)

= Caso 2: Meus dados sdo TODOS CATEGORICOS? (Ex: Regido, Sexo, Tipo Sanguineo)

s Caso 3: Meus dados sao MISTOS? (Ex: Idade, Renda, Regiao, Sexo)

e VVejamos como lidar com cada caso.
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Caso 1: Dados Numericos



Algoritmo Padrao: K-Means (K-Médias)

O K-means é o ponto de partida classico para dados numéricos.

e Aplicacao: Dados numeéricos.

Centro (Prototipo): A Média de todos os pontos do cluster.

Métrica (Distancia): Distancia Euclidiana.

Esta abordagem é classificada como:

= Particionada (limites independentes)

m Exclusiva (um item, um cluster)

= Completa (todos os itens sao atribuidos)

O usuario define o numero de clusters (k) que o conjunto de dados tera.
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K-Means: Métrica de Distancia Utilizada (Euclidiana)

e Adistancia Euclidiana (L2) é a métrica padrao do K-means.

e Ela mede a “linha reta” entre dois pontos no espaco vetorial.

e Sejama = (ajy, ...,a,)eb = (b1, ..., b,) duas observacdes, entdo

distz(a, b) = \/(al — b)) + (@ — )2 + - + (a, — by)?.

Atencao!

e Padronize variaveis antes do calculo: isto evita que uma variavel (ex: Salario) domine o
resultado sobre outra (ex: Idade).

e Aelevacao ao quadrado (x?) torna esta medida muito sensivel a outliers.

EEEEEEEEE



12

K-Means: Definicao do Centro (Centroide)

e O centroide de um cluster obtido via K-means é a média das coordenadas de todos os
pontos do cluster.

X1+ Y1+ 21 X2+J’2+Zz>

centroide(x, y, z) = ( 3 : 3

e Ponto Critico: Como se baseia em médias, o centroide € altamente sensivel a valores
extremos (outliers), que podem deslocar o centro de massa do cluster.
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K-Means: Funcionamento
Suponha k = 3.

1. O algoritmo escolhe k pontos aleatérios que servem como centros dos clusters iniciais.

2. O algoritmo calcula a distancia (Euclidiana) de cada item aos centros e atribui o item
ao cluster cujo centro esta mais proximo.

Feature A
Feature A

Feature B Feature B
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K-Means: Funcionamento

3. Apds atribuir cada item a um cluster, o algoritmo calcula o novo centroide (a média) de
cada cluster formado.

4. 0 algoritmo recalcula a distancia de cada item a cada novo centrdide e o reatribui ao
cluster mais préoximo.

Feature A
Feature A

Feature B Feature B
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K-Means: Funcionamento

5. 0 processo de atribuicao e avaliacao é repetido, com novos centroides calculados para
cada cluster e cada item é reatribuido ao cluster mais préximo.

<L <C
(«b) [« b)
S =
(4] (4]
o o
Feature B Feature B
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K-Means: Funcionamento

6. Em algum momento, os centroides nao mudarao mais de lugar e nao resultarao em
novas atribuicoes.

e Nesse ponto dizemos que o algoritmo convergiu e o processo é interrompido.

Feature A
Feature A

Feature B Feature B
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Ponto Fraco do K-Means: Outliers

e O K-Means minimiza a soma dos quadrados das distancias (associado a Distancia
Euclidiana L2).

e O centroide (baseado na média) € o ponto de equilibrio.

e Um unico outlier age como um “peso” muito grande, “puxando” o centroide em sua
direcao, pois sua grande distancia é elevada ao quadrado.

e Precisamos entao de alternativas robustas quando ha outliers nos dados.
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Solucao Robusta 1: K-Medians (K-medianas)

e Aplicacao: Dados numeéricos com outliers.
e Centro (Prototipo): A Mediana de cada variavel. O centro é calculado.
e Métrica (Distancia): Distancia de Manhattan (L1).

e Vantagem: A Mediana é muito mais robusta a outliers do que a Média.
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K-Medians: A Méetrica Métrica de Distancia Utilizada
(Manhattan)

e Adistancia de Manhattan (L1) mede a distancia como sendo a soma das diferencas
absolutas (“caminho dos quarteirdes”).

e Sejama = (ay, ...,a,)eb = (b1, ..., b,) duas observacdes, entdo

distps(a, b) = |la; — by| + |ap — by| + --- + \ap — bp‘.

Por que é robusta?

 Nao eleva as diferencas ao quadrado.
e Diferencas grandes (causadas por outliers) tém um peso linear, e nao quadratico.

e O K-Medians, ao usar L1, é naturalmente menos afetado por pontos extremos.
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Solucao Robusta 2: K-Medoids (PAM)

e Aplicacao: Dados numeéricos com outliers.
e Centro (Prototipo): Um Ponto Real (o0 medoide). O centro ¢ eleito.
e Métrica (Distancia): Qualquer uma!

e Como o centro é eleito? O medoide é o ponto real cuja distancia total aos demais
pontos do seu cluster é a minima.

d d — . d jo Aj
medoide arg)rclilelgz (Xi, X;)

XJ'EC

O método também é chamado de PAM (Partitioning Around Medoids -
Particionamento em Torno de Medoides)
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K-Medoids vs. K-Medians: A Vantagem
(Interpretabilidade)

K-Medians (Centro Calculado) K-Medoids (Centro Real)

O centro € a mediana de cada variavel. O centro € um ponto real dos dados.

O protétipo (med_x, med_y) pode nao O prototipo €, por exemplo, o Cliente B (ID
existir na sua base de dados. 456).

Interpretacao (Fraca): “O Cluster 1 Interpretacao (Forte): “O Cluster 1 é
representa clientes com idade mediana de representado pelo Cliente B, que tem 25
25 e salario mediano de RS 1200.” anos e salario de RS 1200.”
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K-Medoids vs. K-Medians: A Vantagem (Flexibilidade)

e K-Medians esta intrinsecamente ligado a otimizacao da Distancia Manhattan (L1).
e K-Medoids pode usar QUALQUER medida de distancia:

= Distancia Euclidiana (L2)

= Distancia Manhattan (L1)

m Distancia de Gower (para dados mistos - vamos ver adiante!)

e |sso torna o K-Medoids a ferramenta mais poderosa e flexivel para dados complexos.
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Resumo: Clusterizacao de Dados Numeéricos
Comparacao K-means K-medians K-medoids
Centro Média Mediana Ponto real (medoide)
Distancia Euclidiana (L2) Manhattan (L1) Qualquer (Gower!)
Robustez* a Baixa Média Alta
outlier
Ponto real? Nao (calculado) Nao (calculado) Sim (eleito)

Quando usar

Dados numéricos
limpos

Dados numéricos
com outliers

Dados com outliers ou
mistos
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Caso 2: Dados Categoricos
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O Problema com Dados Categoricos

e Problema: Agrupar dados como (Sexo, Regiao, Plano de Saude).

e Métricas como a Distancia Euclidiana ou de Manhattan nao funcionam. Nao podemos
calcular algo como:

\/ ('Nordeste' — 'Sul')*> + ('Pablico' — 'Privado")?

e Precisamos de uma meétrica e um centro que funcionem para categorias.
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A Métrica: Distancia de Hamming (ou Dissimilaridade
Simples)

e ADistancia de Hamming é usada quando todas as variaveis sao categoricas
(nominais).

e Ela mede quantas categorias diferem entre duas observacoes.

e Sejama = (ay, a2, ...,a,)eb = (b1, by, ..., b,) duas observagbes, entao
distg(a, b) = I(a; # by) + I(ay # by) + --- + I(a, # b,)

emque I(a; # a;) = 1 se as categorias forem diferentes, e 0 se forem iguais.
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Distancia de Hamming: Exemplo

Atributo Paciente A Paciente B Diferenca
Sexo M F 1

Regiao Nordeste  Nordeste

0
Tipode Plano Publico Privado 1
Total 2

e Distancia Hamming =2 (duas categorias diferentes).
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Algoritmo para Dados Categoricos: K-Modes

e O K-modes é uma extensao do K-means para dados puramente categoricos.
e Aplicacao: Dados Categoricos (nominais).
e Centro (Prototipo): A Moda de cada variavel (o modo).

e Métrica (Distancia): Distancia de Hamming.
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K-Modes: O Centro (Modo)

e No K-modes, o prototipo (centro) do cluster nao € uma média, mas sim o vetor das
categorias mais frequentes (a moda) encontradas no cluster.

e Exemplo de Calculo do Modo (Protétipo) para um Cluster:

Variavel Membros do Cluster Moda (Centro)

Regiao Nordeste, Nordeste, Sul, Nordeste (3/5)
Nordeste, Sudeste

Plano Publico, Privado, Publico, Publico (3/5)

Publico, Privado

Sexo M,F,F, M, F F (3/5)
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K-Modes: Vantagens e Limitacoes

e Uso:

= Bases com apenas variaveis nominais (ex.: diagnostico primario, modalidade de
Servico, ocupacao).

e Vantagens:

= Rapido e simples.

= [nterpretacao direta (o “perfil modal” de cada cluster € muito claro).
e Limitacoes:

= NJo trata variaveis numéricas (ex: Idade).

= Nao trata variaveis ordinais de forma natural (ex: Escolaridade).
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Caso 3: Dados Mistos
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O Problema com Dados Mistos

e Problema: Agrupar itens usando variaveis numéricas e categdricas como ldade, Renda,
Género, Regiao.

e Nesses casos K-Means e K-Modes falham. Precisamos de solucdes hibridas.
e Temos duas estratégias principais:

1. Robusta (Gower + K-Medoids): Usa um algoritmo robusto com uma métrica de
distancia flexivel.

2. Rapida (K-Prototypes): Usa um algoritmo hibrido que combina K-Means e K-Modes.
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Solucao 1 (Robusta): Gower + K-Medoids

Usamos como metrica a Distancia de Gower



34

Solucao 1 (Robusta): Gower + K-Medoids

e Aplicacao: Dados Mistos.
e Centro (Prototipo): Ponto Real (medoide).

e Méetrica (Distancia): Distancia de Gower.

e Como K-Medoids funciona com qualquer matriz de distancia, fazemos o seguinte:

1. Calculamos a matriz de dissimilaridade N X N entre todos os pontos usando
Gower.

2. Fornecemos essa matriz ao algoritmo K-Medoids (PAM).

3. O K-Medoids elegera os pontos reais mais centrais com base nessa distancia mista.
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Gower + K-Medoids: Vantagens e Limitagoes

Vantagens:

e Asolucao mais robusta e flexivel.
e Trata todos os tipos de variaveis (numéricos, categdricos, ordinais) corretamente.
e Robusto a outliers (medoide é ponto real).

e Interpretacao 6tima (medoide = observacao representativa).
Limitagoes:

e Custo Computacional: A matrizde Gower N X NN pode ser custosa (memoria e tempo)
para datasets com N grande (ex: N > 10.000).

e Complexidade elevada (O(N?)): 0 tempo de execucao ou o uso de memoria cresce
quadraticamente conforme o numero de observacdes aumenta.
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Solucao 2 (Rapida): K-Prototypes

e O K-prototypes une K-means (para variaveis numéricas) e K-modes (para variaveis
categoricas).

e Aplicagao : Dados Mistos.

e Centro (Prototipo): Hibrido!
= Média para variaveis numéricas.
= Moda para variaveis categdricas.

e Métrica (Distancia): Hibrida (Euclidiana + Hamming).
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K-Prototypes: A Métrica Hibrida

e Adistancia é uma soma ponderada das distancias numéricas e categoricas.
e dist(a, b) = Y.(a; — b))* +y Y, I(a; # b))
o Z(a,- — b,-)2: Parte Numérica (Dist. Euclidiana ao Quadrado)
= Y I(a; # b;): Parte Categorica (Dist. Hamming)
= y: Um peso (parametro) que define a importancia da parte categorica.
Vantagens:
e Escala bem: Nao precisa de matriz NxN. Excelente para grandes bases mistas.

e Interpretacao direta (prototipo = perfil de médias + modas).

Limitacoes:
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e A parte numérica (K-Means) ainda € sensivel a outliers.
e Variaveis ordinais sao tratadas como categoéricas (perda de ordem).

e O parametro y exige ajuste/escolha.
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Modulo 5: Escolhendo o numero
de k
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Como definir o numero de clusters (escolher k)?

e Suponha que escolhemos o método (ex: K-Means). Mas quantos clusters (k) devemos
criar?

o k=27k =37k = 107

e Esta é a pergunta mais comum em agrupamento.

e Nao ha uma resposta Unica “correta”, mas sim métodos que ajudam a encontrar um k
“otimo”.

e VVeremos trés dos mais usados:

= Método do Cotovelo (Elbow Method)

= Método da Silhueta Média (Average Silhouette)

m Estatistica Gap (Gap Statistic)
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Método 1: Cotovelo (Elbow Method)

e Aideia é testar varios valores de k e calcular a Soma dos Quadrados Intra-clusters
(Within-Cluster Sum of Squares, W CS'S).

e WCSS mede acompactacao (homogeneidade) total dos clusters.

WCSS, = ) disuP,C1)*+ ) dis(P, Co)* + -+
cluster 1 cluster 2
e Quanto mais k, menoro WC.S.S (naturalmente, W CS.S = 0sek = N).

e Procuramos o k onde areducdaodo W CS.S comeca a diminuir drasticamente: o
“cotovelo” da curva.

e E o0 ponto de equilibrio: aumentar k ndo traz melhora significativa.
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Método 1: Cotovelo (Elbow Method)

10000
8000

WCSS

4000

2000
e,

1 2 3 4 5 6
Number of Clusters (k)
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Método 2: Silhueta Média (Average Silhouette)

e Mede o grau de coesao e separacao dos clusters. Avalia o quao bem cada item esta
nosicionado.

e Para cada observacao i, calcula-se S(i) = mai({izlzi‘)’(gzi)}

= q(i): distancia média de i aos pontos do mesmo cluster (coesao).

m bH(i): distancia média de i aos pontos do cluster vizinho mais proximo (separacao).
e S(i)variade-la1l:
m ~ |:Item bem ajustado (ideal).

= ¥ O: ltem na fronteira entre clusters.

m < (: Item provavelmente no cluster errado.

e O k 6timo é aquele que maximiza a Silhueta Média de todas as observacoes.
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Método 2: Silhueta Média (Average Silhouette)

Optimal number of clusters

0.4 -
% 0.3 -
E —)
2
2
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E
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S
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0.0 -
| T | i | | | | T |
1 2 3 4 5 6 [ 8 9 10

Number of clusters k
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Método 3: Estatistica Gap

e Compara a dispersao observada (W CS.S5)) com a dispersao esperada sob uma
distribuicao de referéncia aleatoria (sem clusters).

e Aideia é: k € bom se a compactacao dos nossos clusters for muito melhor do que uma
compactacao aleatoria.

1. Para cada k, calcule log(W CS'S ) dos dados originais.

2. Gere B amostras aleatorias (uniformes) e calcule a média de log(WCSS,fb).

3. A Estatistica Gap é a diferenca:

Gap(k) = E[log(W CSS:")] — log(W CSSy)

e Procuramos o k que maximiza o Gap(k).
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Método 3: Estatistica Gap

Optimal number of clusters
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Para definir o algoritmo de agrupamento

Os dados sao
apenas numeéricos?

N

Ha outliers Os dados sao
preocupantes? mistos?
Os dados sdo
Use K*Medoids Use K-Means Use K-Modes ordinais o ha
(PAM) preocupacao com
outliers?

Use Distancia de
Gower + K- Use K-Prototypes
Medoids

e E para encontrar k, use métodos de validacao como Cotovelo (WCSS), Silhueta ou
Estatistica Gap.
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Agora vamos fazer no R...



