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Objetivo da Aula

e Compreender o problema da Analise de Cesta de Mercado e 0 conceito de Regras de
Associacdo no formato SE (Antecedente) — ENTAO (Consequente).

e Dominar as métricas fundamentais (Suporte, Confianca e Lift) para filtrar e avaliar a
forca e o interesse dos padrdes de afinidade entre itens.

e Entender o funcionamento do Algoritmo Apriori e a estratégia FP-Growth para a
mineracao eficiente de itemsets frequentes em grandes volumes de dados de

transacoes.
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O Problema: Analise de Cesta de Mercado

As Regras de Associagao nasceram da necessidade de entender o comportamento de
consumo. O problema classico é a Analise de Cesta de Mercado (Market Basket Analysis).

e Pergunta: Quais itens os clientes tendem a comprar juntos?

e Objetivo: Identificar padroes de afinidade para otimizar layout de loja, criar promocoes
(ex: “compre X e Y, ganhe desconto”), e planejar o inventario.

Definicoes Formais

e Item: Um produto (ex: Pao, Leite, Fralda).
e Transacao: Uma unica “cesta de compras” (ex: T1,T2,...).

e [temset (Conjunto de Itens): Uma colecao de 1 ou mais itens (ex: {Leite, Fralda}).
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O Problema: Analise de Cesta de Mercado
Exemplo Base (N=5 Transacoes)

Vamos usar esta base de dados para todos os nossos calculos:

Transacao Pao Leite Cerveja Fralda Ovos Refrigerante
(TID)

T1 1 1 1 0 0 0

12 1 0 1 1 1 0

13 0 1 1 1 0 1

T4 1 1 1 1 0 0

15 1 1 0 1 0 1

Total 4 4 3 4 1 2

(N=5)
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A Regra

Uma Regra de Associacdo tem o formato SE — ENTAO:

Antecedente — Consequente

1 Xp =Y}

e O Antecedente (X) é um itemset.
e O Consequente (Y) é um jitemset.
e Restricao: X e Y sdodisjuntos (X N Y = 0).

e Exemplo: Aregra {Cerveja, Fralda} — {Pao} sugere que clientes que compram
Cerveja e Fralda também tendem a comprar Pao.
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A Regra

O Desafio Computacional

Com p itens distintos, o nimero total de regras possiveis é 37 — ot 4.

e Para 6 itens (nosso exemplo): 30 27 4+ 1 =602 regras.

e Para 50 itens (mercearia pequena): 1.125 X 101 (mais de 1 quatrilhao) de regras.

Conclusao: Nao podemos avaliar todas. Precisamos de métricas para filtrar e encontrar
apenas as regras “fortes” ou “interessantes”.
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Metricas Fundamentais
Paraumaregra { X} — {Y }, usamos trés métricas principais.
1. Suporte (Relevancia)

O Suporte mede a frequéncia ou popularidade de um itemset no banco de dados.

N°® de transa¢dOes contendo o itemset X
Total de transac¢oes (IN)

Suporte(X) = P(X) =

e Suporte da Regra: O suportedeumaregra { X} — {Y } é o suporte do itemset que
contém ambos os lados.

Suporte(X — Y) = Suporte(XUY)=P(XNY)
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Metricas Fundamentais
1. Suporte (Relevancia)

Usando nossa tabela (N=5):

a. Suporte de 1 item:
e Suporte({Pao}) = 4/5 = 0.8
e Suporte({Leite}) = 4/5 = 0.8
e Suporte({Cerveja}) = 4/5 = 0.8
e Suporte({Fralda}) = 4/5 = 0.8
b. Suporte de Itemset (2 itens):
e Itemset: {Cerveja, Leite}

e Ocorréncias: T1, T3, T4 (3 transacoes)
e Suporte({Cerveja, Leite}) = 3/5 = 0.6



Metricas Fundamentais
1. Suporte (Relevancia)

Usando nossa tabela (N=5):

c. Suporte de Itemset (3 itens):
o Itemset: {Cerveja, Leite, Fralda}
e Ocorréncias: T3, T4 (2 transacoes)

e Suporte({Cerveja, Leite, Fralda}) = 2/5 = 0.4
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Metricas Fundamentais
2. Confianca (Precisao)

A Confianca mede a probabilidade de o Consequente (Y) aparecer, dado que o
Antecedente (X) ja apareceu. E uma medida de probabilidade condicional, P(Y | X).

Suporte(X UY)

Confianca(X — Y) = P(Y|X) = Suporte(X)

e Interpretacao: “De todas as vezes que X foi comprado, em qual percentual Y também
foi comprado?”
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Metricas Fundamentais

2. Confianca (Precisao)
Calculo (Regra: {Cerveja, Leite} — {Fralda})

Suporte({Cerveja, Leite, Fralda})

Suporte({Cerveja, Leite})

2/5
= — = 0.67
3/5

Con fianca({Cerveja, Leite} — {Fralda}) =

e Interpretacao: “67% dos clientes que compraram Cerveja e Leite também compraram
Fralda.”
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Metricas Fundamentais
2. Confianca (Precisao)

e A Confianca pode ser enganosa.
e Imagine a regra { Qualquer Coisa} — {Pao}.

e Se “Pao” for um item extremamente popular (ex: Suporte({Pao}) = 95%), quase
qualquer regra apontando para “Pao” tera uma Confianca alta.

e |sso nao significa que o Antecedente “causa” a compra do Pao; significa apenas que o
Pao € comprado o tempo todo, independentemente.

e Precisamos de uma métrica que desconte a popularidade do Consequente.
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Métricas Fundamentais
3. Lift (Interesse / “Poder de Tra¢ao”)

O Lift mede o quao mais (ou menos) provavel € que X e Y ocorram juntos do que se fossem
estatisticamente independentes. E 0 “teste” de interesse da regra.

Confianga(X — Y)  P(Y|X)

LijrX = 1) = Suporte(Y) - PY)

Forma alternativa (e simétrica):

P(XUY) Suporte(X UY)
P(X)P(Y) Suporte(X) X Suporte(Y)
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Métricas Fundamentais
3. Lift (Interesse / “Poder de Tra¢ao”)

e Interpretacao do Lift:
= Lift =1: Independéncia. A ocorréncia de X ndo altera a probabilidade de Y. Aregra é
inutil.
m Lift > 1: Associacao positiva. X e Y aparecem juntos mais do que o esperado. X “puxa”
Y. (Interessante!)

= Lift <1:Associacao negativa. X e Y aparecem juntos menos do que o esperado. X
“inibe” Y. (Também interessante!)
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Metricas Fundamentais

3. Lift (Interesse / “Poder de Tra¢ao”)
Calculo (Regra: {Cerveja, Leite} — {Fralda})

e Confianca(X — Y) =12/3
e Suporte(Y) = Suporte({Fralda}) = 4/5
e Lift = (2/3)/(4/5) = (2/3) x (5/4) = 10/12 ~ 0.833

e Interpretacao: O Lift € menor que 1. Isso significa que clientes que compram {Cerveja,
Leite} sao, na verdade, um pouco menos provaveis (cerca de 17% menos provaveis) de
comprar Fralda do que um cliente aleatério.

e Conclusao da Regra: Embora a Confianca de 67% parecesse alta, o Lift nos mostra que
esta regra nao é acionavel e a associacao €, na verdade, negativa.
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Metricas Adicionais

Para uma analise de nivel sénior, Lift, Suporte e Confianca sdao o minimo. Duas outras
métricas dao uma visao mais completa:

4, Leverage (Alavancagem):
e Jeverage(X — Y) = Suporte(X UY) — (Suporte(X) X Suporte(Y))
e O que mede: A diferenca absoluta entre a frequéncia observada de (XeY) e a

frequéncia esperada se fossem independentes.

e Interpretacao: Um valor de 0 indica independéncia. Um valor positivo indica quantos
mais transacoes (em proporcdo) contém X e Y do que o esperado. E util para medir o
Impacto em numeros absolutos, nao apenas relativos.
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Metricas Adicionais

5. Conviction (Convic¢ao):

I1—Suporte(Y)
1-Con fianca(X—Y)

e Conviction(X — Y) =

e O que mede: O grau de “erro” que a regra faria se a associacao nao existisse. Mede o
quao dependente o Consequente é do Antecedente.

e Interpretacao: Uma Conviccao alta significa que o Consequente (Y) raramente
aparece sem o Antecedente (X). E uma medida de direcionalidade muito mais forte
que o Lift.
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Classificando as Regras (O Que Fazer)

O objetivo nao é apenas encontrar regras, mas classifica-las quanto a utilidade:

e Acionaveis: Regras com bom Suporte, Confianca e Lift > 1. Elas fornecem insights claros
que podem ser aplicados (ex: “Coloque o {Achocolatado} perto do {Leite
Condensado}”).

e Triviais: Regras que sao ébvias para qualquer especialista no dominio (ex:
{Caneta} — {Caderno}). Elas validam o modelo, mas ndo geram insights novos.

e Inexplicaveis: Regras que desafiam a logica (ex: { Sapatos} — {Canetas}). Podem ser
ruido estatistico (baixo Suporte) ou exigir mais pesquisa para serem compreendidas.
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O Algoritmo Apriori (Como Fazer)

e Como evitamos o 1 quatrilhao de calculos? Usamos o Algoritmo Apriori.

e Oinsight genial do Apriori é baseado em uma propriedade chamada “Fechamento para
Baixo” (Downward Closure Property).

Ideia do algoritmo

1. Se um itemset é frequente (passa no limiar de Suporte), todos os seus subconjuntos
também devem ser frequentes. (Isso é obvio: se {Pao, Leite} é frequente, {Pdo} tem que
ser pelo menos* tao frequente).*

2. COROLARIO (A Poda): Se um itemset é INFREQUENTE (falha no Suporte), todos os
seus SUPERCONJUNTOS também serao infrequentes. (Se {Ovos} € infrequente, nGo
precisamos nem calcular® o suporte de {Ovos, Pao} ou {Ovos, Pao, Leite}. Sabemos que
eles falharao)*
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O Algoritmo Apriori
Etapas do Algoritmo (Join & Prune)

O Apriori funciona “de baixo para cima”, construindo itemsets maiores a partir dos
menores.
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O Algoritmo Apriori
Etapas do Algoritmo (Join & Prune)

3. Passo k:
e Join: Gere candidatos C(k) a partir dos frequentes L(k-1).

e Poda (Apriori): Verifique se todos os subconjuntos de (k-1) itens de um candidato C(k)
estao em L(k-1). Se nao, pode o candidato.

e Poda (Suporte): Calcule o Suporte de C(k) e descarte os infrequentes.

4. Fim: O processo para quando nao ha mais itemsets frequentes a serem gerados.
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Uma Alternativa Eficiente: FP-Growth

e Embora o Apriori seja o algoritmo classico, ele possui um gargalo computacional
severo.

O Gargalo do Apriori

e O problema do Apriori nao é o calculo do suporte. O problema é a geracao de
candidatos.

1. Explosao Combinatoria: O processo de “Join” (juntar L(k-1) para criar C(k)) pode
gerar um numero astrondmico de candidatos que precisarao ter seu suporte

contado.

2. Multiplas Varreduras: O Apriori precisa varrer o banco de dados inteiro k vezes (uma
vez para cada nivel de itemset). Se kK = 10, sdo 10 varreduras.

e Para bancos de dados muito grandes ou com padrdes longos (ex: compras complexas,
sequenciamento de DNA), o Apriori se torna computacionalmente inviavel.
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A Solucao FP-Growth: Comprimir e Dividir

e O algoritmo FP-Growth (Frequent
1. Sem Geracgao de Candidatos: O

Pattern Growth) ataca esses dois gargalos:

FP-Growth nao gera itemsets candidatos.

2. Apenas 2 Varreduras: Ele varre o banco de dados apenas duas vezes,
independentemente do numero de itens.

e A Grande Ideia: Em vez de varrer o banco de dados repetidamente para testar os
itemsets, o FP-Growth comprime o banco de dados inteiro em uma estrutura de dados
em arvore (a FP-Tree) e minera essa arvore compacta diretamente na meméoria.
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A Solucao FP-Growth: Comprimir e Dividir

Etapa 1: Construindo a FP-Tree (Frequent Pattern Tree)
1. Varredura 1 (Scan 1):

e Conta o suporte de todos os itens individuais (1-itemsets).
e Descarta os itens infrequentes (abaixo do min_suporte).

2. Ordenacao (Sorting):

e Cria uma “lista de itens frequentes” (F-List) ordenada por suporte (do mais frequente
para o menos frequente).

e Por qué? Isso garante que os itens mais comuns fiquem mais proximos da raiz da
arvore, maximizando a compressao.
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A Solucao FP-Growth: Comprimir e Dividir

Etapa 1: Construindo a FP-Tree (Frequent Pattern Tree)

3.Varredura 2 (Scan 2):

e Lé cada transacao, uma por uma.

e Filtra apenas os itens frequentes daquela transacao.
e Ordena esses itens de acordo com a F-List.

e Insere a transacao ordenada na FP-Tree.
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A Solucao FP-Growth: Comprimir e Dividir

Etapa 2: Mineracao da FP-Tree (Divide and Conquer)
FP-Growth usa uma estratégia de “Dividir e Conquistar”.
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. Comeca pela Tabela de Cabecalho, do item menos frequente (no final da lista).

. Para esse item (ex: “Ovos”), ele coleta todos os “caminhos prefixos” que terminam em
“Ovos”. Isso forma sua Base de Padroes Condicionais.

. A partir dessa base, ele constréi uma nova FP-Tree Condicional (uma arvore muito
menor, apenas para “Ovos”).

. Ele minera recursivamente essa pequena arvore.

. Todos os padrdes encontrados (ex: {Pao}, {Pao, Leite}) sao combinados com o item
original (ex: {Pao, Ovos}, {Pao, Leite, Ovos}).

Ao quebrar o problema grande (minerar a arvore inteira) em problemas menores
(minerar sub-arvores condicionais), o FP-Growth é exponencialmente mais rapido que

o Apriori em datasets densos.
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Apriori vs. FP-Growth

Caracteristica Apriori FP-Growth

Abordagem “Gerar e Testar”” (Join & “Dividir e Conquistar”
Prune) (Pattern Growth)

Geracao de Sim (Principal gargalo) Nao

Candidatos

Varreduras noBanco  k + 1 varreduras (lento) 2 varreduras (rapido)

Uso de Memoria Baixo (s0 mantém L(k-1)) Alto (A FP-Tree precisa caber

na memoria)

Quando Usar? Datasets esparsos, simples, Datasets densos, grandes, ou
ou quando k é pequeno. com padroes longos.
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Agora vamos fazer no R...



