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Objetivo da Aula

e Compreender aintuicao e o funcionamento matematico do algoritmo k-NN para tarefas
de Classificacao e Regressao.

e Aplicar técnicas essenciais de pré-processamento, com énfase na normalizacao de
dados numéricos e codificacao de variaveis categoricas.

e Calcular manualmente a distancia euclidiana para determinar a similaridade entre
instancias.

e Analisar o impacto da escolha do hiperparametro k no tradeoff entre viés e variancia
(overfitting vs underfitting).

e Avaliar as vantagens e limitacdes do paradigma de “aprendizado preguicoso” (lazy
learning) em comparacao a modelos ansiosos.
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Classificadores de vizinhos mais proximos (nearest
neighbors)

e Sao classificadores que atribuem rotulos a instancias nao rotuladas a partir da
similaridade com exemplos rotulados.

e Esses classificadores buscam replicar a capacidade humana de extrair conclusoes
sobre situacoes atuais a partir de experiéncias passadas.

e Exemplos de aplicacoes bem sucedidas:

= Visdo computacional: reconhecimento de caracteres e reconhecimento facial em
Imagens estaticas e videos;

= Sistemas de recomendacao que preveem se uma pessoa ira gostar de um filme ou
musica;

= |dentificacao de padroes em dados genéticos para detectar proteinas ou doencas
especificas.
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O algoritmo k-NN

e O algoritmo k-NN utiliza informacodes sobre os k vizinhos mais proximos de um exemplo
para classificar exemplos nao rotulados.

e Aletra k representa o nUmero de vizinhos mais préximos que serao usados para a
classificacao de uma instancia sem rétulo.

» Definido k, o algoritmo usa um conjunto de dados de treinamento classificados em
varias categorias.

m Para cada instancia ndo rotulada, o k-NN identifica as k instancias mais similares nos
dados de treinamento.

= Ainstancia sem rétulo é atribuida a classe da maioria dos k vizinhos mais proximos.
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FONTE: NWANGANGA, Fred; CHAPPLE, Mike. Practical machine learning in R. John Wiley & Sons, 2020.
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Vantagens e desvantagens

@ Vantagens

e Simples e efetivo.
e Nao faz suposicoes sobre a distribuicao dos dados (ndao paramétrico).

e Fase de treinamento rapida (apenas armazena os dados).

@ Desvantagens

Nao produz um modelo explicito, limitando a interpretabilidade de como as caracteristicas afetam a classe.

Requer a selecao de um k apropriado.

Fase de classificacao lenta (custosa computacionalmente).

Caracteristicas nominais e dados ausentes exigem processamento adicional cuidadoso.
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Encontrando os vizinhos mais proximos

e Para encontrar os vizinhos mais proximos de uma instancia é preciso calcular a
distancia entre as instancias.

e Tradicionalmente, o algoritmo k-NN usa a distancia euclidiana:

= Sejam p e g duas instancias com n atributos. Entao a distancia euclidiana entre pe g
é dada por

dist(p, q) = \/(Pl —q) + (P2 — @)+ -+ (Pn — qn)°

emquep;eq;,i =1, ...,n, representam os atributos associados as instancias p e g,
respectivamente.

e Qutras distancias que podem ser usadas: distancia de Hamming, distancia de
Manhattan (ou L1), distancia Minkowski e distancia de Mahalanobis.
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Preparando os dados

e Observacao: antes do calculo da distancia euclidiana devemos normalizar os atributos,
pois atributos com valores mais elevados tendem a ter um impacto desproporcional no
calculo de distancia.

e Para o k-NN podemos usar a normalizacdo min-max:

x — min(X)
max(X) — min(X)

xi’lOUO -

e ou atransformacao z-score:

x —média(X)
Xnovo = :
’ DesvPad(X)
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Preparando os dados (Variaveis Categoricas)

e Se o atributo € do tipo nominal, devemos transforma-lo.

e Atencao: Embora em regressao usemos n — 1 dummies, em algoritmos de distancia (k-
NN) é comum usar One-Hot Encoding (criar n variaveis) para manter a equidistancia
entre categorias.

e Exemplo: se o atributo temperatura possui as categorias guente, médio e frio:

1 sex = médio

{ 1 sex = quente
0 caso contrario

o médio = {
0 caso contrario

1 sex = frio

O caso contrario
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Exemplo

Considere os dados de treinamento abaixo. Calcule a distancia euclidiana para um novo
paciente com 45 anos e colesterol de 225 (apds normalizar).

Paciente Idade Colesterol Doenca Paciente Idade Colesterol Doenca
1 45 297 F 6 48 256 V
2 41 172 V 7 49 212 V
3 46 202 V 8 41 289 V
4 48 193 V 9 49 271 F
5 46 243 F 10 43 315 F

e Atividade: Ordene os dados de treino da menor distancia para a maior distancia do
novo paciente e classifique usando k = 3.
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Determinando k apropriado

e Adecisao de quantos vizinhos usar determina a generalizacao do modelo (Tradeoff
Viés-Variancia).
= k pequeno: Baixo viés, alta variancia. O modelo é sensivel a ruidos (Overfitting).

» k grande: Alto viés, baixa variancia. O modelo é muito simples e ignora padroes
locais (Underfitting).

e Ovalorescolhido para k em classificacao binaria deve ser preferencialmente impar
para evitar empates.

e Uma forma de determinar k é testar diversos valores com os dados de validacao e
escolher aquele com menor erro.
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Por que o algoritmo k-NN e preguicoso?
e Algoritmos de classificacao baseados em métodos de vizinho mais proximo sao
considerados algoritmos de aprendizado preguicoso (lazy learning).

e Um aprendiz preguicoso nao esta realmente “aprendendo” um modelo matematico
durante o treino; ele apenas armazena os dados.

e O processamento real acontece apenas na hora da classificacao (inferéncia).

e O aprendizado preguicoso tambéem é conhecido como aprendizado baseado em
instancias ou aprendizado por repeticao.
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E a Regressao k-NN?

e Em problemas de regressao, a estimativa é numérica. Pode-se usar a média simples ou
a média ponderada (preferivel).

e Amédia ponderada pelo inverso da distancia da mais importancia aos vizinhos muito
proximos:

em que:

= y; €ovalordavariavel resposta do vizinho i;

1
distancia(Xpp0,X;)

n W = é 0 peso.
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Escolha de kK na Regressao k-NN

e Ovalorde k é escolhido como aquele que produz menor erro nos dados de validacao.
Métricas comuns:

= Erro médio absoluto (MAE):
1 n
MAE(®y,9) == ) |y — 9]
Sl
= Erro quadratico médio (MSE):

MSE®y, 9) = — ) (vi = 9,)’
" i=1
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Escolha de kK na Regressao k-NN

e Raiz do erro quadratico médio (RMSE):

RMSE(y, 9) = \ = YR
i=1



Agora vamos fazer no R...



